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ABSTRACT 

This qualitative study aims to investigate the complex experiences, perceptions, and 
concerns of Cambodian English major undergraduate students regarding the use of 
Artificial Intelligence (AI) tools (e.g., ChatGPT, Grammarly, and Quillbot) for writing. The 
study employed thematic analysis on 143 open-ended survey responses. The 
participants were undergraduate students majoring in English at public and private 
universities in Cambodia. Four major themes were identified based on the thematic 
analysis. First, AI as an augmentative tool: E^iciency and skill support highlighted AI's 
perceived benefits in accelerating drafting, structuring ideas, and improving grammar. In 
addition, the paradox of dependence: Balancing AI utility with critical agency, revealed 
users' deep anxiety over the risk of cognitive erosion and their proactive emphasis on the 
need for critical self-regulation. Furthermore, trust deficit: The challenge of accuracy and 
contextual failure detailing concerns over factual errors, generic output, and the inability 
of AI to handle specific local contexts. Finally, practical barriers: Financial, technical, and 
accessibility limitations—identified cost and unreliable performance as constraints. The 
findings confirm a paradox of augmentation and erosion, where AI is viewed as an 
essential tool for e^iciency and a threat to intellectual integrity. The research provides 
scholars with an understanding of how sociocultural, economic, and pedagogical 
conditions in developing educational contexts actively shape AI adoption among 
students. This study underscores the urgent need for pedagogical interventions that 
promote critical digital literacy and self-regulatory strategies, particularly in contexts 
where practical barriers and trust deficits shape user interaction with generative AI 
technologies. 
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INTRODUCTION 
Artificial Intelligence (AI) tools integration has rapidly transformed the landscape of education (Alqahtani et al., 
2023; Zawacki-Richter et al., 2019). These technologies increased eKiciency, enhanced drafting capabilities, 
brainstorming, and outlining, and provided support to improve writing (Dwivedi et al., 2023; Pum & Sok, 2024; 
Sok et al., 2025a; Sok et al., 2025b). However, this swift adoption raised ethical consequences, creating a 
tension that is still being explored by researchers globally (Mohamed et al., 2025; Pum & Sok, 2024; Sok et al., 
2025a). As AI becomes a standard fixture in the student writing process, understanding user experiences—
particularly the benefits they leverage and the anxieties they negotiate—is crucial for developing eKective 
digital literacy policies and pedagogical strategies (Al Mahmud, 2023; Kacena et al., 2024; Sok et al., 2025a). 

Previous studies have identified the utility of AI in tasks such as idea generation, editing (Pum & Sok, 2024; Sok 
et al., 2025a), and students demonstrated better academic writing abilities and reported greater assurance in 
their own writing (Sok et al., 2025b). Such tools are capable of helping students learn languages, facilitating 
text summarization and language translation, while also aiding in brainstorming ideas (Pum & Sok, 2024; Sok 
et al., 2025a). However, gaps remain concerning the qualitative experiences of users in non-Western 
educational contexts. Specifically, few studies have explored the dynamic interplay between the perceived 
utility of AI and the cognitive and ethical self-regulation required by students (Armitage, 2025; Georgiou, 2025; 
Kosmyna et al., 2025; Sun et al., 2023). AI's ethical risks, particularly concerning over-reliance can negatively 
impact human cognition. When users become accustomed to AI-generated solutions, they tend to favor fast, 
seemingly optimal outputs as cognitive shortcuts, even when they are aware of the ethical concerns involved 
(Kosmyna et al., 2025; Zhai et al., 2024). 

Concerns surrounding AI’s potential to foster dependence and reduce critical thinking skills—a phenomenon 
sometimes termed "cognitive oKloading" are increasingly cited, yet direct evidence from student voices 
remains limited (Costa et al., 2024; Gerlich, 2025; Pereira et al., 2024). Younger individuals were observed to 
use AI more frequently and, consequently, scored lower on critical thinking assessments compared to older 
individuals (Gerlich, 2025). Furthermore, earlier studies have not suKiciently examined how trust deficits—
particularly concerns about accuracy, contextual relevance, and reliability—manifest diKerently across socio-
economic and technological environments. As a result, more research is needed to capture these practical 
barriers and context-specific challenges (Zhang & Reusch, 2025). Our research question is “What are the 
primary experiences, perceptions, and concerns of users regarding the use of AI tools for writing?” 

LITERATURE REVIEW 
Generative AI in Academic Writing 
Generative AI refers to a class of machine-learning models that are trained to create new data that resembles 
the data they were trained on, instead of simply predicting outcomes based on data (Pulapaka et al., 2024; 
Zewe, 2023). This tool represents a shift from models focused on classification/prediction to models focused 
on creation. Generative AI can produce synthetic content that often appears remarkably “real” or human-like 
because of its powerful architectures (e.g., GANs, diKusion models, transformers) and large-scale training on 
huge datasets (Alkhalefah et al., 2025; Pulapaka et al., 2024; Zewe, 2023). The advent of large language models 
(LLMs) such as ChatGPT initiated the generative artificial intelligence (GAI) era. This beginning has been further 
solidified by the swift subsequent development of improved versions and the expectation of future models like 
GPT-x (Wang et al., 2024).  

The integration of ChatGPT and other generative artificial intelligence (GAI) in education is growing rapidly 
worldwide. Studies have revealed that generative AI tools, including ChatGPT, provide considerable 
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advantages, like boosting productivity and oKering linguistic assistance to users who are not native English 
speakers (Costa et al., 2024; van Niekerk et al., 2025). Students viewed ChatGPT as a tool to help them in 
searching, planning/structuring essays, explaining concepts, and providing definitions (Johnston et al., 2025). 
It was also found to improve the structure, flow, and conciseness of text, and to help achieve a formal tone (van 
Niekerk et al., 2025). The adaptation of such a tool is due to speed and interactivity (Johnston et al., 2025). The 
integration of Generative AI (GenAI) in university academic writing instruction is multifaceted and beneficial, 
acting as tutors and assistants across the entire writing process. GenAI enhances creativity, fluency, and 
student confidence while streamlining teaching through personalized feedback and eKective Automated 
Writing Evaluation (AWE) systems (especially in EFL) (Chanpradit, 2025). It oKers substantial advantages in 
education by customizing educational material. Such tools boost student involvement, providing crucial 
support for non-native language speakers, delivering immediate feedback, and fostering adaptive settings 
designed to achieve varied learning results (Mohamed et al., 2025; Pum & Sok, 2024; Sok et al., 2025a). A study 
by Zhao (2025) has found that students who utilized AI tools specifically for language precision (e.g., refining 
grammar, vocabulary, and sentence structure) demonstrated greater gains in overall writing proficiency than 
those who used the tools primarily for content summarization or creative writing tasks. 

The Cognitive and Ethical Dilemma: Dependence and Critical Agency  
Pereira et al. (2024) found that concerns exist regarding the authenticity of AI-assisted work and the potential 
decline in students' reflective, critical, and creative abilities. The impact of AI on human cognition has been 
studied recently by Bai et al. (2023) revealed that the over-reliance on AI could weaken people's abilities to 
think critically and retain information. Humans may delegate thinking tasks to technology—cognitive 
oKloading—which risks diminishing human critical-thinking skills (Nosta, 2025). The phenomenon mirrors the 
"Google EKect" where search engines influence how we retain, enabling users to avoid the rigorous cognitive 
processes previously required for complex problem-solving information (Gong & Yang, 2024). Generative AI 
should be viewed as a supplementary resource that assists with, rather than replaces, creative and critical 
academic writing (Bakri et al., 2024; Pereira et al., 2024; Smerdon, 2024). Similarly, Bai et al. (2023) and 
Chanpradit (2025) argued that the use of generative AI must be balanced by careful integration to prevent over-
reliance, which threatens critical thinking, authenticity, and academic integrity. Educators must ensure 
adolescents exert cognitive eKort to develop the essential intellectual capabilities needed for success in 
modern life (Dolan, 2024).  

Trust, Accuracy, and Contextual Relevance  
Despite the benefits, the integration of ChatGPT in academic writing concurrently introduces serious threats 
to the honesty and authenticity of academic work, alongside the potential for inaccurate/artificial references 
as recognized by users (Costa et al., 2024; Johnston et al., 2025; Pereira et al., 2024). The use of AI tools has 
also raised concerns related to academic integrity, data privacy, algorithmic bias, and ethical use (Islam, 2024; 
Mohamed et al., 2025). Similarly, another study in Cambodia also identified major issues, including worries 
about data privacy and security, the danger of over-reliance on AI tools, and the potential for reduced originality 
in student assignments (Pum & Sok, 2024; Sok et al., 2025a). Four major findings emerged from a study on 
generative AI's role in the misinformation landscape. The study found that LLMs excel at generating 
misinformation that is highly persuasive, often by tailoring it to individual users, while the performance of LLM-
based detection tools is highly inconsistent, particularly struggling with non-English content and culturally 
contested topics. The strategies designed to mitigate misinformation are volatile; personalized counter-
messaging may fail if it conflicts with user identity, and safety features built into the models are neither stable 
nor universally eKective. Lastly, the misinformation generated by AI has a demonstrable influence on users' 
attitudes and decisions (Park & Nan, 2025). Islam (2024) argued that the successful adoption of AI tools hinges 
on overcoming challenges related to data ethics, algorithmic fairness, infrastructure, funding, and faculty 
expertise.  
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Access and Equity in AI Use  
AI has the potential to democratize opportunities, making education more accessible; however, without 
deliberate policies and inclusive design, it risks amplifying existing inequalities in access, usage, and outcomes 
across socioeconomic, gender, and geographic divides. Evidence shows that AI tools can improve writing 
quality, especially for less skilled writers, narrowing performance gaps (i.e., equity-enhancing diKusion). For 
instance, in a recent experimental study of generative-AI use for writing tasks, less-skilled participants gained 
more from AI assistance than their more skilled peers — suggesting that under particular use patterns, AI helps 
level the playing field (Tukachinsky Forster et al., 2025).  

A significant challenge preventing students from adopting such powerful AI tools is the problems and 
limitations of internet access, the digital divide, and financial constraints (Ahmed, 2024; Johnston et al., 2025). 
Specifically, developing countries like Cambodia, where internet connectivity is unstable, and the digital divide 
remains a significant gap between urban and rural areas (Loma Technology, 2025). In education, some 
obstacles that prevent AI tools from being adopted include technical complexity, inadequate training, limited 
resources, and large class sizes (Mehdaoui, 2024). The study in Cambodia revealed that university students 
never received training on using AI eKectively, which limits their opportunity to adopt powerful generative AI in 
supporting their learning (Hoeurng et al., 2024). This lack of training may lead to the misuse of AI in education 
(Sok & Heng, 2024), further breaking academic integrity (Pum & Sok, 2024). In addition, structural disparities, 
such as limited digital infrastructure, lack of access to devices or reliable internet, insuKicient AI literacy, and 
sociocultural barriers, continue to restrict AI’s benefits to already disadvantaged groups, particularly in under-
resourced or rural communities (Hadar Shoval, 2025; Varsik & Vosberg, 2024). Moreover, even when access is 
provided, inequities may persist depending on who uses AI and how: usage patterns vary significantly across 
socioeconomic status, interaction styles, and topics of engagement (Bassignana et al., 2025; Bircan & 
Özbilgin, 2025). Finally, deployment of AI in high-stakes domains or in education can institutionalize biases and 
reproduce existing structural injustices, meaning that inequality may be amplified rather than alleviated, 
unless fairness, dataset diversity, and inclusive governance are prioritized (Bircan & Özbilgin, 2025; Bouakaz & 
Khalid, 2025).  

METHOD 
Research Design 
In this study, we employed a qualitative research design utilizing Thematic Analysis as the primary method to 
explore and systematically categorize participants’ experiences and perceptions of using Artificial Intelligence 
(AI) tools for writing. This approach was selected as it is highly eKective for identifying, analyzing, and reporting 
patterns (themes) within textual data, allowing for an in-depth understanding of the complex relationship 
between users and AI in an educational context. 

Data Source and Participants 
The data for this study consisted of textual responses collected from a survey question focused on user 
experiences with AI writing tools (e.g., ChatGPT, Grammarly, and Quillbot) for tasks such as drafting, grammar 
correction, outlining, and idea generation. The primary dataset was derived from an open-ended survey 
question: “Do you have any comments about your experience using AI tools for writing? Please share them 
here.” This approach was chosen to allow participants to freely express their perceptions, concerns, and 
experiences without constraining their responses. The study was conducted in July 2025, with two weeks 
duration for participants to respond. The dataset comprised a total of 143 distinct written comments (N = 143). 
The participants were undergraduate students majoring in English at public and private universities in 
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Cambodia. The comments reflected personal and academic experiences with AI tools. To ensure validity, the 
survey was pilot-tested with a small group of students (N= 10) to check for clarity, relevance, and 
comprehensiveness of the question. The study followed ethical procedures: participation was voluntary, data 
were collected anonymously, and no identifying information was recorded. In the cover page of the 
questionnaire, we explained the purpose of the questionnaire and clearly mentioned that by submitting the 
questionnaire, the participants consented to use the data for research and publication purposes. 

Data Analysis Procedure 
The data were analyzed using the six-phase framework for Thematic Analysis established by Braun and Clarke 
(2006). This process involved initial open coding, developing themes, and final reporting. 

Phase 1: Familiarization with data 
All 143 comments were read and re-read multiple times to immerse in the content, note initial impressions, 
and gain a holistic understanding of the reported experiences and underlying concerns. The author carefully 
documented initial observations and reflections in a research journal to ensure systematic engagement with 
the data. 

Phase 2: Generating initial codes (open coding) 
The full dataset was systematically analyzed line-by-line. Relevant segments of text (phrases, sentences) that 
captured a distinct meaning unit were highlighted and assigned a concise, descriptive label (a code). This 
phase generated a large number of specific codes, such as “Faster writing,” “Risk of cognitive erosion,” and 
“Cost and access limitations.” The author maintained detailed coding notes to track decisions and 
interpretations throughout the process. 

Phase 3: Searching for themes (axial coding) 
Related initial codes were grouped and clustered into broader, more abstract categories. This process was 
guided by the central research question: What are the perceived benefits, challenges, and user strategies 
related to the use of AI tools for writing? Through careful comparison and reflection, the author refined the 
coding clusters into four preliminary themes: 

• Perceived benefits and positive aKect 
• Accuracy concerns and misinformation risks 
• Practical barriers 
• Ethical and cognitive concerns 

Throughout the analysis, the author maintained a reflective journal to document coding decisions, theme 
development, and insights. This careful, transparent approach enhanced the credibility and trustworthiness of 
the findings. 

Phase 4: Reviewing and refining themes 
The preliminary themes were reviewed against the entire dataset to ensure two criteria were met: internal 
homogeneity (the codes within a theme were coherent and related) and external heterogeneity (the themes 
were distinct and separate from each other). Through this iterative refinement, the final four themes were 
established, and their names were finalized for reporting: 

• Theme 1: AI as an augmentative tool: EKiciency and skill support 
• Theme 2: The paradox of dependence: Balancing AI utility with critical agency 
• Theme 3: Trust deficit: The challenge of accuracy and contextual failure 
• Theme 4: Practical barriers: Financial, technical, and accessibility limitations 
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Table 1. Summary of code frequencies  

Themes Codes/Sub-categories Total 
mentions  

Theme 1: AI as an augmentative tool 
(benefits/support) 

Faster writing, Idea generation, Grammar and 
structure support, Increased confidence 57 

Theme 2: The paradox of dependence 
(critical thinking/regulation) 

Over-reliance risk, Cognitive erosion, Need for 
self-monitoring, Balancing AI use 48 

Theme 3: Trust deficit (accuracy/context) Factual errors, Generic responses, Contextual 
limitations, Reliability concerns 26 

Theme 4: Practical barriers (cost/technical) Cost of AI tools, Limited access, 
Internet/technical issues 12 

Total quotes coded  143 
 

Phase 5: Defining and naming themes 
Each of the four final themes was clearly defined, and detailed sub-themes were created to structure the 
analysis. For example, Theme 4 was broken into the sub-themes of Risk of Cognitive Erosion and Need for 
Critical Self-Regulation. This step ensured that the essence of each theme and sub-theme was fully captured 
and clearly communicated. 

Phase 6: Producing the report 
The final stage involved linking the identified themes and sub-themes to the full dataset. The results were 
written, relying heavily on direct quotes from the participants to provide empirical evidence and voice to the 
thematic claims. To address reliability, the author maintained a detailed audit trail documenting coding 
decisions, theme development, and reflections on potential biases throughout the analysis. Additionally, 
codes and emerging themes were revisited and cross-checked against the dataset to ensure consistency and 
confirm that the themes accurately represented participants’ experiences. The frequency of each major theme 
was counted to provide a sense of its relative prominence within the dataset. 

RESULTS 
The thematic analysis of 143 user comments revealed a complex, yet consistent, pattern regarding the 
experience of using Artificial Intelligence (AI) tools for writing. Four major themes were identified, detailing how 
users leverage AI, the challenges they encounter, the practical barriers they face, and concerns over their own 
intellectual capacity (see Table 1 for frequency breakdown).  

AI as an Augmentative Tool: EDiciency and Skill Support (n = 57) 
The most frequently reported theme focused on the positive functional utility of AI, primarily categorizing it as 
an enhancement for both the speed and quality of writing. 

EHiciency and speed 
Participants consistently highlighted the time-saving capability of AI, emphasizing its role in accelerating the 
drafting process. This utility was particularly valued for large or standardized texts. As participants put it: 

I would like to share that using AI has helped me write faster, more structured, and more easily generate 
new ideas. (P4) 

It speeds up my writing process immensely. (P92) 
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Other participants also highlighted the significant role of AI in writing a long standardized writing task that 
required precision more faster. The participant mentioned that: 

It saves me time when I have to write long articles or articles that require clarity and standardization. (P6) 

AI is convenient for me when I do not have enough time or when I'm having a time constraint. (P132) 

The participants further emphasized the significance of AI in helping them write more eKectively by helping 
them organize their ideas and structure their text, and check their grammar.  

Using AI for writing helps me save a lot of time and eKort in writing and checking the grammar. (P12) 

AI helps me save time and organize my ideas for writing." (P22) 

Knowledge and skill support 
Users found AI highly eKective as a learning and editing assistant, particularly for the mechanical and 
conceptual aspects of writing. As mentioned by many participants: 

Using AI tools helps me identify my writing skills and the grammatical errors, so I can improve and 
develop my writing skills. (P46) 

AI helps us get better grammar, and we have many ideas to make our essay more interesting. (P13) 

AI helps me understand the structure of writing better. (P15) 

Such AI tools are also found to help users deal with their personal problems by supporting and suggesting good 
solutions. As some participants share their similar view:  

It helps me with my problems. Sometimes I have some personal problems that I cannot talk to others about it, 
but AI is my first priority. It suggests good choices to me. (P139) 

In academia, AI tools have also been found to help users in brainstorming, outlining, structuring, improving 
grammar, and vocabulary. These benefits were widely viewed by the participants: 

AI is useful for brainstorming and getting the first draft ready. (P85) 

AI helps with my vocabulary and makes my sentences stronger. (P90) 

AI is helpful for outlining and structuring a research paper. (P95) 

It's a very eOective learning tool for structure and clarity. (P104) 

Positive aHect 
A small cluster of comments expressed strong positive sentiment, highlighting that some students experienced 
clear benefits and enjoyment from using AI tools for writing. Overall, these quotations suggest that AI can 
enhance motivation, confidence, and engagement in writing tasks for a subset of users. For example, 
participants noted that AI made writing easier, enjoyable, and more helpful: 

It's so good. (P1) 

It is very useful and helpful for me. (P10) 

It makes writing enjoyable. (P118) 

It's so helpful, I love it! (P141) 
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While not all participants emphasized positive experiences, these responses indicate that AI tools can provide 
meaningful aKective and functional support for some students. 

The Paradox of Dependence: Balancing AI Utility with Critical Agency (n = 
48) 
Despite the widespread acknowledgment of AI's benefits, a significant body of comments expressed profound 
anxiety over the cognitive and ethical risks associated with its use. This theme represents the tension between 
the utility of AI and the preservation of the user’s own intellectual capacity and integrity. 

Risk of cognitive erosion 
Several participants expressed concern that over-reliance on AI tools could negatively impact their own writing 
abilities and critical thinking skills. While AI can facilitate writing eKiciency, students are aware of potential 
cognitive costs and the risk of reduced self-confidence and independent thinking. As evidence, participants 
noted: 

If I use too much AI reduces my thinking skills. (P3) 

AI helps me write more easily and faster, but at the same time, it makes me lazy in thinking and less 
confident in myself. (P11) 

If we use AI too much, it will cause students to be weak in writing and lazy in thinking, causing them to 
lose their ability to think independently and lack self-confidence. (P129) 

These responses highlight a tension between the eKiciency benefits of AI and the students’ concern about 
cognitive erosion, emphasizing the need for self-regulation and critical engagement when using AI tools. 

Participants also expressed concerns about the eKects of AI on surface-level thinking and memory. Overall, 
the responses suggest that over-reliance on AI may lead to decreased cognitive eKort, weakened memory, and 
reduced vocabulary retention. Students were aware of these potential drawbacks and articulated feelings of 
dependence and worry about their thinking skills: As they mentioned: 

I feel dependent on it now, which is a bit scary. (P108) 

Overuse of AI is leading to poor thinking skills in my peers. (P101) 

I worry that using it too much will weaken my memory for vocabulary. (P115) 

I feel like I'm not thinking hard enough when I use it. (P142) 

These comments highlight the paradox of AI use: while it supports eKiciency, excessive reliance may 
undermine cognitive development, indicating the need for balanced, reflective engagement with AI tools.  

Participants also expressed concerns that excessive use of AI tools could diminish their creativity and intrinsic 
motivation for writing. Overall, these responses suggest that while AI can assist with drafting and idea 
generation, over-reliance may reduce originality, self-expression, and engagement in the writing process. They 
mentioned: 

 AI makes people lazy, less creative, and rely too much on the AI system. (P24) 

 I feel I am losing my creativity when I use it too much. (P71) 

 AI is making me lazy and less motivated to write on my own. (P76) 
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 It helps me write, but I am worried about losing my own voice and creativity. (P82) 

These comments highlight that while AI oKers practical support, excessive use may hinder creative thinking 
and reduce students’ motivation to engage actively in writing tasks, reinforcing the importance of balanced and 
reflective use. 

Need for critical self-regulation 
Participants highlighted the importance of conscious and restrained use of AI tools as a strategy to mitigate 
potential cognitive and motivational risks. These responses indicate that students are aware of the trade-oKs 
of AI use and emphasize maintaining control over their learning and writing processes. For example, 
participants remarked: 

Using AI is good, but it also has some disadvantages, so we should use it as a bridge. (P2) 

Learners should not depend one hundred percent on it. (P8) 

However, I find it necessary to self-monitor to ensure that it is appropriate and consistent with the writing 
intent. (P4) 

We should use AI to guide our writing, not to do all of it. (P14) 

These comments underscore the proactive strategies students adopt to preserve critical thinking, creativity, 
and ownership of their work, suggesting that reflective and regulated use of AI can help balance eKiciency 
benefits with cognitive integrity. 

Trust Deficit: The Challenge of Accuracy and Contextual Failure (n = 26) 
AI outputs were frequently treated with suspicion rather than trust, primarily due to concerns about the 
information’s accuracy, relevance, and overall quality. 

Factual errors and inaccuracy 
Participants expressed concerns about the reliability and accuracy of AI-generated content. Overall, these 
responses suggest that while AI can assist with writing and grammar, students often need to verify the 
information manually and cannot fully rely on the outputs. For example, participants noted:  

AI can give you good information and ideas, but sometimes it is wrong, so we have to check the facts 
carefully." (P16) 

AI helps edit grammar, but we're not sure of the output. (P47) 

The grammar correction is good, but the factual claims are sometimes dubious. (P94) 

AI sometimes uses very complicated language that is hard to simplify. (P106) 

The answers are too generic and not specific enough for my assignment. (P110) 

It makes writing look professional, but I often find mistakes in the details. (P143) 

These comments highlight a trust deficit in AI outputs, particularly regarding factual accuracy, specificity, and 
contextual relevance, reinforcing the need for critical evaluation and verification by users. 

Contextual limitations 
Participants expressed concerns about AI’s inability to adapt its output to specific local, cultural, or creative 
contexts, suggesting that while AI can generate structured and grammatically correct text, it often produces 
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content that is too generic, formal, or misaligned with students’ intended style or local relevance. For example, 
participants noted: 

Sometimes AI cannot analyze what we want from our context, like Cambodia. (P9) 

AI doesn't understand the real context and doesn't write in my style. (P51) 

The output is often too formal or does not fit the informal context I need. (P88) 

AI can't capture the subtle emotional tone I want in my creative writing. (P100) 

Sometimes the ideas or contents are too broad for students to understand (P133) 

These comments highlight that AI’s lack of contextual awareness can limit its usefulness for assignments 
requiring cultural specificity, creativity, or nuanced expression, emphasizing the need for user adaptation and 
critical evaluation. 

Practical Barriers: Financial, Technical, and Accessibility Limitations (n = 
12) 
Finally, a smaller set of comments identified real-world constraints that limited users’ access to, and reliable 
use of, AI tools.  

Cost and access limitations 
Participants highlighted financial and accessibility barriers as significant constraints to using AI writing tools 
eKectively, suggesting that while premium features often enhance functionality and output quality, many 
students are unable to aKord them, limiting equitable access. For example, participants noted: 

Most errors or have to pay. (P5) 

I wish the paid features were free, or at least more aOordable. (P86) 

Paid tools oOer better results, but I can't aOord them. (P111) 

The best features are locked behind a subscription. (P127) 

These comments emphasize that cost and subscription models can restrict the practical use of AI tools, 
creating inequalities in access and highlighting the need for aKordable or freely accessible alternatives in 
educational contexts. 

Technical and functional issues 
Participants reported that technical and performance problems disrupted their workflow when using AI writing 
tools, suggesting that connectivity issues, glitches, and inconsistent outputs can hinder the eKiciency and 
reliability of AI-assisted writing. For example, participants noted: 

Sometimes the server is slow or crashes. (P78) 

Sometimes they answer incorrectly, sometimes they are slow, sometimes they ask questions and don't 
give answers. (P7) 

Connectivity issues often interrupt the flow of writing. (P103) 

Occasional glitches where it repeats the same sentence. (P120) 
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These comments highlight that technical and functional limitations remain a practical barrier to eKective AI 
use, underscoring the importance of stable infrastructure and reliable performance for educational 
applications. 

DISCUSSION 
This qualitative study aimed to explore the experiences, perceptions, and concerns of Cambodian English 
major undergraduates regarding the use of AI tools for writing. We found four significant insights of AI in 
academic writing, including (a) AI is viewed as an essential tool for eKiciency and skill support, (b) a direct 
threat to intellectual integrity and critical thinking, (c) significant trust deficits, and (d) practical barriers. These 
findings provide crucial insight into the negotiated use of Generative AI (GenAI) within a non-Western 
educational context. 

The most frequently reported benefits centered on the utility of AI in accelerating and refining the writing 
process, with the majority of participants valuing AI for enhancing eKiciency and speed. The findings are 
consistent with previous research that highlighted GenAI's role in boosting productivity and aiding linguistic 
assistance (Costa et al., 2024; van Niekerk et al., 2025). Specifically, we found that students perceived AI tools 
as beneficial in grammar checking, vocabulary enhancement, and structural outlining, with further 
improvement in writing. These findings are consistent with a previous study (Dwivedi et al., 2023; Pum & Sok, 
2024; Sok et al., 2025a; Sok et al., 2025b; Zhao, 2025). Zhao (2025) noted that utilizing AI for language precision 
leads to greater gains in overall writing proficiency. We also found that English major undergraduate students 
view AI functions as a crucial scaKolding tool, helping them manage the technical demands of academic 
English and achieve clarity and standardization. The finding that participants even sought AI for personal 
problem-solving underscores its role as an accessible, multifaceted conversational assistant, extending 
beyond academic tasks. 

Despite the strong acknowledgment of AI's utility, the data revealed a deep-seated anxiety over the risk of 
cognitive erosion (Theme 2). Participants expressed fear that excessive use would lead to laziness, diminished 
self-confidence, weakened memory, and loss of creativity. This concern directly validates the conceptual risks 
identified in the literature review, such as cognitive oKloading (Gerlich, 2025; Nosta, 2025) and the general 
decline in critical abilities due to over-reliance (Bai et al., 2023; Hoeurng et al., 2024; Pum & Sok, 2024). The 
significant finding here is not just the presence of anxiety, but the user's articulated need for critical self-
regulation. Students actively expressed a desire to use AI only "as a bridge" or "to guide," demonstrating a 
proactive intellectual defense mechanism. This self-awareness contradicts a purely passive model of cognitive 
dependence and underscores the importance of critical agency—a key element missing from many studies—
where users are aware of the ethical dilemma and attempt to mitigate the risks themselves. 

The reported trust deficit (Theme 3) represents a significant hurdle to eKective integration. Concerns over 
factual errors and the generation of generic, standardized, or complicated output align with existing warnings 
about the potential for inaccuracy, artificial references, and reduced authenticity (Costa et al., 2024; Pereira et 
al., 2024; Sok et al., 2025b). Crucially, the data highlights a challenge specific to diverse contexts: AI’s inability 
to address local context, user style, or subtle emotional tone. The explicit statement that "AI cannot analyze 
what we want from our context, like Cambodia provides empirical evidence supporting the theoretical 
concerns that AI-generated information struggles with culturally contested and non-English content (Park & 
Nan, 2025). This contextual failure reinforces the necessity for users to maintain a critical perspective, viewing 
the tool's output as a draft rather than a final authority. 

Finally, the study identified practical barriers (Theme 4) that limit equitable access and consistent utility. 
Financial constraints, particularly the need to pay for reliable, high-quality features, and recurring technical 
issues like slow servers and connectivity problems, are consistent with the challenges widely reported in 



 
Pum  Interdisciplinary Educational Technology, 2025, 1(1), e105   

 12 / 15 

developing nations (Ahmed, 2024; Loma Technology, 2025). These barriers are particularly concerning in 
contexts like Cambodia, where students often lack formal training in eKective AI use (Hoeurng et al., 2024). 
This structural disadvantage suggests that the "equity-enhancing diKusion" noted by Tukachinsky Forster et al. 
(2025) is undermined by economic and infrastructural disparities, reinforcing a digital divide where those who 
can aKord better access benefit disproportionately. 

Limitations 
This study's findings are based on a qualitative analysis of spontaneous, open-ended survey responses 
(N=143). While this method provided rich, unfiltered insights into user perceptions, it is subject to several 
limitations. First, the single-question format may have prioritized salient concerns over a comprehensive 
overview of daily use. Second, the absence of observed behavioral data means the findings are based on self-
reported perception; the actual extent of cognitive oKloading or the success of self-regulation remains 
unmeasured. 

CONCLUSION AND FUTURE DIRECTIONS 
This study has confirmed the paradox of augmentation and erosion as the central experience of Cambodian 
English major undergraduates engaging with AI writing tools. While the tools oKer undeniable eKiciency and 
linguistic support, their use is negotiated through a profound awareness of the risks to critical agency and 
intellectual integrity. This negotiation is further complicated by significant trust deficits regarding contextual 
relevance and real-world practical barriers. This study provides empirical evidence from a Global South 
context, addressing a major gap in AI-in-education research. It advances understanding of the Cognitive, 
motivational, and ethical dimensions of student-AI interaction, and the role of sociocultural and technological 
factors in shaping AI adoption. The findings underscore the urgent need for pedagogical interventions that 
move beyond simple detection policies. Universities should develop policies and pedagogical interventions 
that go beyond the simple detection of AI use. Workshops or modules on metacognitive strategies, critical 
evaluation of AI outputs, and context-sensitive use of AI can help students balance eKiciency with intellectual 
rigor. Educators must focus on promoting critical digital literacy and metacognitive training that actively 
teaches students how to balance AI utility with critical self-regulation—using the tool (e.g., ChatGPT, 
Grammarly, and Quillbot) as a thought partner rather than a replacement. Future research should employ 
mixed-methods approaches that combine quantitative measures of writing performance and critical thinking 
with qualitative data, specifically addressing the actual impact of AI on cognitive load and the eKectiveness of 
user-led self-regulatory strategies. 
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